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• Various	satellite	systems,	e.g.	geostationary	earth	orbit	(GEO)-based	INMARSAT	and	low-
earth	orbit	(LEO)	constellations,	such	as	Starlink	

• Back-up	when	shore	BSs	and	aerial	nodes	fail	to	provide	coverage	to	maritime	nodes			
• Backhauling/fronthauling	to	enable	data	availability	across	the	maritime	communication	
network	(MCN)
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• Different	aerial	node	types,	 including	unmanned	aerial	vehicles	(UAVs)	and	high-altitude	
platforms	(HAPs)	

• Dynamic	provision	of	radio-resources	 to	remote	areas,	 low-latency	compared	to	satellite	
links,		reliable	multi-hop	transmissions	and	diverse	wireless	paths
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• Shore	 BSs	 provide	 coverage	 to	 nearby	 maritime	 nodes	 and	 UAVs,	 employing	 cellular	
standards	

• Connectivity	with	the	space	segment	allows	data	transmission	within	the	broader	MCN
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• Unmanned	 surface	 vehicles	 (USVs),	 buoys	 and	 ships	 support	 intelligent	 transportation,	
environmental	observation,	underwater	data	relaying	and	search	and	rescue	etc	

• Novel	paradigms	 include	extended	 coverage	giant	 cells,	 in	 the	 form	of	 seaborne	 Yloating	
towers,	being	semisubmersible	steel	reinforced	concrete	platforms	[Guan	et	al.,	2021]	

Enabling	5G/6G	Wireless	Communications	for	Supporting	Maritime	Applications

[Guan	et	al.,	2021]	S.	Guan,	 J.	Wang,	C.	 Jiang,	R.	Duan,	Y.	Ren	and	T.	Q.	S.	Quek,	 “MagicNet:	The	Maritime	Giant	Cellular	Network,”		
IEEE	Commun.	Mag.,	March	2021.
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• Sensors	 and	 unmanned	 underwater	 vehicles	 (UUVs)	 for	 marine	 data	 acquisition	 and	
transmission	to	UUVs,	ships	or	UAVs	

• Electromagnetic	 waves	 experience	 high	 attenuation	 in	 seawater	 and	 long-distance		
transmission	relies	on	acoustic	signals

Enabling	5G/6G	Wireless	Communications	for	Supporting	Maritime	Applications



Communication	technologies
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• Radio	frequency	(RF)	communications	(VHF,	cellular,	Wi-Fi	standards)	
• Free	space	optical	(FSO)	for	large	bandwidth	and	high	data	rate	under	line-of-sight	(LoS)		
• Visible-light	 communications	 (VLC)	 using	 light-emitting	 diodes	 (LEDs)	 to	 facilitate	
underwater	communications	

• Acoustic	communications	offer	long-range	underwater	transmission	but	are	characterized	
by	small	channel	capacity	and	high	propagation	delay
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Performance	targets
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• Energy	efYiciency/network	lifetime	maximization	

• Low-latency	communication	

• Spectral	efYiciency	

• Satellite/aerial-aided	coverage	improvement	

• Low-complexity	and	distributed	network	operation

Enabling	5G/6G	Wireless	Communications	for	Supporting	Maritime	Applications
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Motivation	

Energy-	constrained	IoT	devices	and	unmanned	
vehicles	need	low-power	operation

Low-latency	maritime	applications	(UAVs/USVs/
UUVs	coordination,	intelligent	transportation	etc.)

Low-complexity	network	coordination	is	needed	due	
to	the	massive	number	of	users	and	IoT	devices

Deployment	of	aerial	nodes	is	vital	for	improved	
coverage	and	access

Mass	connectivity	must	be	guaranteed	to	coexisting	
users	and	IoT	devices
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Research	areas

CSI	exploitation	for	power	adaptation
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Power	minimization	(1/2)
• Problem:	 When	 CSI	 is	 available	 and	 Yixed	 rate	 is	
required,	Yixed	transmit	power	is	inefYicient	

• Solution:	 Hybrid	 algorithms	 integrating	 HD/
successive/FD	modes	with	power	adaptation	

• Selection	 of	 the	 relay/relay-pair	 requiring	 the	
minimum	 power	 for	 a	 pre-deYined	 rate	
[Nomikos	et	al.,	2015]	

• With	 multi-antenna	 relays,	 FD	 transmissions	
with	 power	 adaptation	 for	 LI	 mitigation	 are	
possible	[Nomikos	et	al.,	2016]	

• When	 statistical	 CSI	 is	 available,	 power	
adaptation	 is	 performed	 for	 the	 duration	 of	 a	
frame	[Nomikos	et	al.	2018]

[Nomikos	 et	 al.,	 2015]	 N.	 Nomikos,	 T.	 Charalambous,	 I.	 Krikidis,	 D.	 N.	 Skoutas,	 D.	 Vouyioukas	 and	M.	 Johansson,	 “A	 buffer-aided	
successive	 opportunistic	 relay	 selection	 scheme	with	 power	 adaptation	 and	 inter-relay	 interference	 cancellation	 for	 cooperative	
diversity	systems,”	IEEE	Trans.	on	Commun.,	May	2015.	
[Nomikos	et	al.,	2016]	N.	Nomikos,	T.	Charalambous,	I.	Krikidis,	D.	N.	Skoutas,	D.	Vouyioukas,	M.	Johansson	and	C.	Skianis,	“A	survey	
on	buffer-aided	relay	selection,”	IEEE	Commun.	Surv.	&	Tut.,	Secondquarter	2016.	
[Nomikos	 et	 al.,	 2018]	 N.	 Nomikos,	 T.	 Charalambous,	 D.	 Vouyioukas,	 R.	Wichman	 and	 G.	 K.	 Karagiannidis,	 “Power	 adaptation	 in	
buffer-aided	full-duplex	relay	networks	with	statistical	CSI,”	IEEE	Trans.	on	Veh.	Tech.,	Aug.	2018.	
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Power	minimization	(2/2)
• Using	instantaneous	CSI,	the	proposed	algorithms	(min-pow,	BAFDA)	provide:	

• Reduced	outages,	by	relying	on	the	robust	max-link	

• Improved	throughput,	due	to	FD	and	successive	transmissions

Nikolaos	NomikosEnabling	5G/6G	Wireless	Communications	for	Supporting	Maritime	Applications



Research	areas
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Delay	minimization	(1/2)
• Problem:	 Buffers	 provide	 increased	 degrees	 of	
freedom	for	relay	selection	but	may	introduce	delay	

• Solution:	 ModiYied	 versions	 of	 hybrid	 relay	 selection	
(HRS)	 and	 max-link	 [Poulimeneas	 et	 al.,	 2016,	
Nomikos	et	al.,	2018]	

• Selection	 chooses	 among	 the	 feasible	 source-relay	
(relay-destination)	 links	the	ones	with	the	smallest	
(largest)	data	queue	

• The	relay-destination	link	is	prioritized	and	buffers	
are	kept	non-empty	

[Poulimeneas	et	al.,	2016	(1)]	D.	Poulimeneas,	T.	Charalambous,	N.	Nomikos,	I.	Krikidis,	D.	Vouyioukas	and	M.	Johansson,	“A	delay-
aware	hybrid	relay	selection	policy,”	Int.	Conf.	on	Telecommun.	(ICT),	Thessaloniki,	Greece,	May	2016	(Best-paper	Yinalist).	
[Nomikos	 et	 al.,	 2018]	 N.	 Nomikos,	 D.	 Poulimeneas,	 T.	 Charalambous,	 I.	 Krikidis,	 D.	 Vouyioukas	 and	 M.	 Johansson,	 “Delay-	 and	
diversity-aware	buffer-aided	relay	selection	policies	in	cooperative	networks,”	IEEE	Access,	vol.	6,	pp.	73531-73547,	Nov.	2018.
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Delay	minimization	(2/2)
• Theoretical	 analysis	 showed	 that	
diversity	can	be	maintained	

• Asymptotic	delay	performance	depends	
only	on	the	number	of	relays	

• The	 outage	 performance	 is	 improved,	
as	buffer	starvation	is	avoided

Nikolaos	NomikosEnabling	5G/6G	Wireless	Communications	for	Supporting	Maritime	Applications
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Capacity	improvement	(1/4)
• Problem:	 In	 the	 uplink,	 orthogonal	 access	 cannot	
satisfy	mass	connectivity	and	CSI	acquisition	by	 IoT	
devices	results	in	high	energy	and	complexity	costs	

• Solution:	 Dynamic	 decoding	 ordering	 at	 the	 relays	
allows	 the	 simultaneous	 reception	 of	 signals	 from	
users	 and	 IoT	 devices	 through	 successive	
interference	 cancellation	 (SIC)	 [Nomikos	 et	 al.,	
2019(1),	Nomikos	et	al.,	2019	(2)]	

• Flex-NOMA	exploits	CSI	at	the	receiver	and	selects	
the	relay	with	the	largest	buffer	size	

• Users	 and	 machines	 do	 not	 need	 CSI,	 as	 they	
broadcast	to	the	relays	with	Yixed	power

[Nomikos	et	al.,	2019]	N.	Nomikos,	T.	Charalambous,	D.	Vouyioukas,	G.	K.	Karagiannidis	and	R.	Wichman,	“Hybrid	NOMA/OMA	with	
buffer-aided	relay	selection	in	cooperative	networks,”	IEEE	Journal	of	Sel.	Topics	in	Signal	Proc.,	Jan.	2019.	
[Nomikos	et	al.,	2019]	N.	Nomikos,	E.	T.	Michailidis,	P.	Trakadas,	D.	Vouyioukas,	T.	Zahariadis,	and	I.	Krikidis,	“Flex-NOMA:	Exploiting	
buffer-aided	relay	selection	for	massive	connectivity	in	the	5G	uplink,”	IEEE	Access,	July	2019.
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promoted, as SIC is performed at the relays without requiring
any CSIT. More specifically, the following contributions are
provided:
1) A BA ORS policy, namely flex � NOMA for multi-relay

uplink NOMA networks, is presented. Flex � NOMA
allows simultaneous transmissions from multiple sources
and relay selection, based on BSI and {R!D} link prioriti-
zation for reduced packet delays. Also, increased flexibil-
ity is provided by flex � NOMA, as packets from a subset
of the sources are stored at the relays, while rate adaptation
is employed in the {R!D} transmission.

2) Outage analysis for flex � NOMA is presented, where the
link outage probabilities and the network outage probabili-
ties are given. The analysis considers the effect of dynamic
decoding ordering at the relays, and the impact of buffers
in allowing either the {S!R} or the {R!D} link to be
activated.

3) Performance evaluation in terms of outage probability,
average sum-rate and average delay, as well as compar-
isons with an equivalent BA ORS OMA policy are given.
From the results, it is shown that flex � NOMA outper-
forms OMA, without demanding increased complexity,
being capable of supporting the 5G uplink requirements.

C. OUTLINE
The paper is organized as follows. In Section II,
the system model is given, while Section III presents
flex � NOMA. Next, Section IV, includes an outage analysis
for flex � NOMA and then, Section V includes comparisons
between the proposed, as well as relevant selection policies.
Finally, Section VI discusses the conclusions and future
directions.

II. SYSTEM MODEL
A. NETWORK MODEL
A relay-assisted network is considered, consisting of N
sources, Sn (1  n  N ), one destination, D, and a cluster
C of K HD decode-and-forward (DF) relays, Rk 2 C (1 
k  K ). Due to severe fading, the direct links between the
sources and the destination do not exist and it is assumed that
communication can only be established via the relays. Each
relay Rk is equipped with a buffer of size L, where L denotes
the maximum number of data elements that can be stored
from the source’s transmissions. The number of packets in the
buffer of relay Rk is denoted by Qk . Each buffer is allocated
equally to each source i.e., the same amount of data elements
of S1, S2, . . . , SN can be stored at the relays. This assumption
results in the formation of sub-buffers, denoted as Qk,Sn
and the respective sub-buffer sizes, assumed to be equal at
each relay are denoted by LSn . The multi-source multi-relay
network is depicted in Fig. 1.

The source nodes are assumed to be saturated (i.e., they
always have data to transmit) and the required information
rate, rSn , for successful reception at each relay, is fixed and
may differ, depending on the application; for example, if S1

FIGURE 1. Sources S1, S2, . . . , SN use NOMA to communicate in the
uplink with the base station D via a cluster of relays Rk 2 C,
k 2 {1, 2, . . . , K }.

is a cellular user and S2 is an IoT device, the rate require-
ments differ and, hence, rS1 6= rS2 . Equivalently, a trans-
mission from a transmitter i to its corresponding receiver j
is successful if the SNR 0ij at the receiver is greater than
or equal to a threshold �ij, called the capture ratio. More
specifically, �ij is defined as �ij = 2ri�1, where the value
of ri depends on the modulation and coding characteristics of
the application. At each time-slot, the sources or one of the
relays attempt to transmit a packet, using a fixed power level
Pi, i 2 {S1, . . . , SN ,R1, . . . ,RK }.

The retransmission process is based on an
acknowledgement/negative-acknowledgement (ACK/NACK)
mechanism, in which short-length error-free packets are
broadcasted by the receivers over a separate narrow-band
channel. In addition, as more than one relays might receive
the same packet, it is necessary to notify them on which
packet(s) was received by the destination. Thus, the short-
length ACK packets include the packet ID information,
in order for the relays to drop the respective packet(s) from
their queue and avoid duplicate transmissions at another
time-slot.

B. CHANNEL MODEL
Time is divided into ‘‘slots’’ of one packet duration. At any
arbitrary time-slot t , the quality of the wireless channels is
degraded by additive white Gaussian noise (AWGN) and
frequency non-selective Rayleigh block fading, according to
a complex Gaussian distribution with zero mean and variance
� 2
ij for the {i!j} link. The complex channel coefficient for the

{i!j} link is denoted by hij, and the channel gain, gij , |hij|2,
is assumed to be exponentially non-identically distributed
i.e., gij ⇠ Exp(�ij), �ij > 0, as is the case of an asymmetric
topology. The variance of thermal noise at a receiver l is
denoted by � 2

l , l 2 {R1,R2, . . . ,RK ,D} and it is assumed
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Capacity	improvement	(2/4)
• Scenarios	 where	 a	 user	 coexists	 with	 two	 IoT	
devices	 and	different	 rate	 requirements	 (rH2H	 =	 3	
bps/Hz,	rIoT	=	1	or	0.5	bps/Hz)	

• Flex-NOMA	 offers	 improved	 outage	 performance	
to	H2H	communications,	compared	to	OMA	

• Higher	 average	 sum-rate	 is	 provided	 for	 varying	
SNR	

• Lower	 delay	 is	 achieved	 by	 avoiding	 orthogonal	
resource	allocation

Nikolaos	Nomikos
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FIGURE 5. Outage probability of S1 for various K , LS1
= LS2

= LS3
= 10

and different S2, S3 rate requirements.

FIGURE 6. Average sum-rate for varying K and LS1
= LS2

= LS3
= 10.

the average sum-rate of OMA. Moreover, for asymptotically
high SNR, OMA surpasses flex � NOMA, as the latter can-
not fully mitigate the interference, as it has been already
seen in the outage results. Nonetheless, when more relays
are available, flex � NOMA exploits the increased chances
of successful SIC at the relays and closes the performance
gap with OMA.

C. AVERAGE DELAY
Next, Fig. 7 focuses on the average delay of flex � NOMA
and OMA for K = 4 and LS1 = LS2 = LS3 = 10.
One can observe that independently of the multiple access
scheme, the delay performance of all three sources con-
verges to one time-slot in the high SNR regime. This can
be justified by the {R!D} proritization that is targeted in
flex � NOMA and its equivalent OMA scheme, in order to

FIGURE 7. Average delay for K = 4 and LS1
= LS2

= LS3
= 10.

maintain low average end-to-end packet delays. Nonetheless,
flex � NOMA enables low-delay transmissions as at each
time-slot, scheduling of more than one sources is possible.
On the contrary, OMA allows the data of each source to be
transmitted at either the {S!R} or {R!D} link once every
three time-slots and thus, packets remain in the buffer for
extended time periods, especially when outages occur for low
and medium SNR.

FIGURE 8. Average delay for varying K and LS1
= LS2

= LS3
= 10.

The final comparison in Fig. 8 depicts the impact of vary-
ing K on the average delay of flex � NOMA. As the cellular
user experiences increased outages for low SNR, its packets
remain at the relays’ buffer for more time-slots compared
to the IoT devices. More specifically, SIC at the relays is
capable of decoding the low rate signals and since at each
time-slot flexible scheduling is allowed, the average delay is
low independently of the SNR and converges to one time-slot
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Capacity	improvement	(3/4)
• Problem:	The	mass	connectivity		potential	of	NOMA	
decreases	when	HD	relays	are	employed	

• Solution:	 Integrating	 NOMA	 with	 buffer-aided	 FD	
relays	 for	 hybrid	 FD/successive/HD	 operation	
[Nomikos	 et	 al.,	 2019,	 Nomikos	 et	 al.,	 2020,	
Nomikos	et	al.,	2021]	

• BA	 hybrid	 NOMA	 (BAHyNOMA)	 algorithm	 uses	
broadcasting	 in	 the	 Yirst	 hop,	 avoiding	 CSI	
acquisition	at	the	transmitter	

• Relays	 store	 packets,	 seamlessly	 switching	
among	 FD/HD	 operation	when	 FD	 transmission	
is	not	possible	

• NOMA	 transmissions	 are	 performed	 in	 the	
second	 hop,	 considering	 the	 CSI	 and	 rate	
requirements	of	users	and	machines

[Nomikos	 et	 al.,	 2019]	N.	Nomikos,	 P.	 Trakadas,	 A.	Hatziefremidis,	 and	 S.	 Voliotis,	 “Full-Duplex	NOMA	Transmission	with	 Single-
Antenna	Buffer-Aided	Relays,”	Electronics,	Dec.	2019.	
[Nomikos	et	al.,	2020]	N.	Nomikos,	T.	Charalambous,	D.	Vouyioukas,	R.	Wichman	and	G.	K.	Karagiannidis,	“Integrating	broadcasting	
and	NOMA	in	full-duplex	buffer-aided	opportunistic	relay	networks,”	IEEE	Trans.	on	Veh.	Tech.,	Aug.	2020.	
[Nomikos	et	al.,	2021]	N.	Nomikos,	T.	Charalambous,	D.	Vouyioukas	and	G.	K.	Karagiannidis,	“When	buffer-aided	relaying	meets	full	
duplex	and	NOMA,”	IEEE	Wireless	Commun.,	Feb	2021.
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Our scheme, BAHyNOMA, was evaluated and was found to
achieve twice the average sum-rate compared to HD NOMA
and OMA with, additionally, low packet delay.

II. SYSTEM MODEL AND PRELIMINARIES

A two-hop network consisting of a source, S, two desti-
nations, D1 and D2, and a cluster C of K FD decode-and-
forward (DF) relays Rk 2 C (k 2 {1, . . . ,K}) is considered
and depicted in Fig. 1. Due to severe fading, communication
is only established via the relays. Each Rk is equipped with
a buffer of size L, where L denotes the maximum number
of packets that can be stored. The number of packets in Rk’s
buffer is denoted by Qk. Here, a relay either transmits to both
D1, D2 or is in outage and equal buffer allocation is assumed
i.e., the same amount of packets for D1 and D2 can be stored.

Time is divided into “frames” of one packet duration
(e.g., fixed-size packets). At any arbitrary time-frame t, for
the link {i!j}, the channel coefficient hij is modeled as
statistically independent complex normal random variables
with zero mean, and variance �2

ij
, i.e., hij ⇠ CN (0,�2

ij
). The

envelope of the channel coefficients is Rayleigh distributed,
i.e., |hij | ⇠ Rayleigh(�ij). The channel gains gij , |hij |2 are,
therefore, exponentially distributed, i.e., gij ⇠ Exp(��2

ij
/2).

A saturated source is assumed and the information rate, ri,
for successful reception at each Di is fixed and may differ, de-
pending on the application. So, a transmission from a transmit-
ter i to a receiver j is successful, if the SNR �ij at the receiver
is greater than or equal to the capture ratio �j . The thermal
noise variance at Rk is denoted by �2

k
, assumed to be AWGN.

At each time-slot, S and/or one of the relays Rk transmits a
packet, using a fixed power level Pi, i 2 {S,R1, . . . , RK}.
As FD relaying is supported, SI exists and hRkRk denotes
the instantaneous residual SI between the two antennas of
relay Rk, following a complex Gaussian distribution and
taking values in the range (0,�2

RkRk
). Retransmissions are

based on an Acknowledgements/Negative-Acknowledgements
(ACKs/NACKs), where receivers broadcast short-length error-
free packets over a separate narrow-band channel.

A link is feasible if it is not in outage and fulfills the queue
conditions (i.e., for non-full buffers in {S!R} links and
for non-empty buffers in {R!D} links). Set FSR contains
the relays with feasible {S!R} links and F tx

SR
contains the

relays with feasible {S!R} links when Rtx is transmitting
to the destinations (causing inter-relay interference (IRI)). Sets
FRD1 and FRD2 contain the relays with feasible {R!D1}
and {R!D2} links, respectively. Set FRD contains the relays
that can transmit to both D1, D2, simultaneously.

A. Transmission in the {S!R} link

In general, D1 and D2 might demand a different rate
r`, ` 2 {1, 2}, and to avoid buffer overflow/underflow, S
transmits with rate r1 + r2 [16]. Since the K � 1 relays not
transmitting simultaneously with the source have two available
antennas for reception it is better to implement an optimum
combiner (OC) [18], which combines the diversity branches
and maximizes the SINR, allowing for better performance than

. . .

C

R1 RK

D1 D2

S

R2

IRI
SI

Fig. 1. A buffer-aided full-duplex NOMA relay network.

other techniques, such as maximal-ratio combining (MRC)
[19]. The received signal vector yRk at relay Rk is given by

yRk = hSRk

p
PSxS + hRjRk

q
PRjx+ ⌘Rk ,

where xS is the signal transmitted by the source and x is the
signal transmitted by the interfering relay Rj . The vector hi`

corresponds to the fading coefficients of the links connecting
the transmitter i to the antennas of `. Note that the antennas are
assumed to be placed distantly enough such that the fading at
each antenna is independent from others, i.e., E

�
hi`hH

i`

 
= I .

Note that if the transmitting relay is also receiving, then j = k
and, as expected, only one antenna is available for receiving.
Hence, the SINR is given by

�SRj , gSRjPS

gRjRjPRj + �2
j

� �0 , 2r1+r2 � 1, j 2 FRD.

B. Transmission in the {R!D} link

If a relay Rj is selected, the information symbols of D1

and D2 are superimposed and NOMA is performed. Thus, the
superimposed information symbol consisting of the symbols
x1 and x2 of each destination, is defined as x =

p
↵jx1 +p

1� ↵jx2 with E[|x2
1|] = E[|x2

2|] = 1 and 0  ↵j  1.
Then, D1 will receive an information symbol y1 containing
the desired symbol, as well as the symbol of D2, i.e.,

y1 = hRjD1

q
↵jPRjx1 + hRjD1

q
(1� ↵j)PRjx2 + ⌘1.

Similarly, the received information symbol y2 at D2 is

y2 = hRjD2

q
↵jPRjx1 + hRjD2

q
(1� ↵j)PRjx2 + ⌘2,

where ⌘1 and ⌘2 denote the AWGN at each destination. Since
full CSIT is available at the relay, the power allocation coeffi-
cient ↵ can be calculated in each time-slot. The value of ↵ is
chosen to ensure that the x1 and x2 are decoded successfully.
For example, for decoding x2 at both destinations,

�RjD`(PRj ) =
(1� ↵j)PRjgRjD`

↵jPRjgRjD` + �2
D`

� �`, ` 2 {1, 2}, (1)
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Capacity	improvement	(4/4)
• A	 two-user	 scenario	where	 the	 Yirst	 user	
is	closer	to	the	relays	and	the	other	at	the	
network	edge	is	investigated	

• Sum-rate	 performance	 surpasses	 that	 of	
HD	 NOMA/OMA	 and	 OMA	 due	 to	 FD	
transmissions		

• In	 cases	 with	 reduced	 LI,	 the	 FD	
performance	gain	increases

Nikolaos	Nomikos
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This process can be implemented in a fully distrib-
uted fashion, using timers: each relay Rj competes 
for channel access by setting its timer value propor-
tional to (Qj +1 + nj)–1, where nj is uniformly dis-
tributed in (–0.5, 0.5). As a result, the relay whose 
timer has the maximum buffer size expires first. If a 
tie due to equal buffer sizes occurs, random vari-
able nj guarantees different expiration times. Thus, 
a flag packet is transmitted by the selected relay, 
notifying the other relays to back off and remain 
silent.

Step 2 — Transmission: Source S broadcasts 
the combined signals for D1 and D2 with a rate 
equal to the sum of their desired one, while the 
transmitting relay Rj (if there is a feasible one) 
simultaneously transmits with one of its antennas 
to the destinations, leading to FD operation, when-
ever S and Rj are activated at the same time. All 
the remaining K – 1 relays use both antennas to 
receive the source’s packets.

Step 3 — ACK/NACK: Once the destinations 
receive the packets from the transmitting relay and 
the broadcasting from the source is over, each of 
them in turn broadcasts an ACK that includes the 
identity (ID) of the packet received so that the 
relays which have stored the same packets in their 
buffers (due to the source broadcasting) discard 
them before the beginning of the next time frame 
to avoid retransmitting the same packets unneces-
sarily and clogging up their buffers with obsolete 
packets. Note that in imperfect conditions where 
the ACKs are not received by some relays, the 
overall performance of the network will degrade.

MARKOV-CHAIN-BASED FRAMEWORK
In general, communication networks consisting 
of nodes equipped with finite (and infinite) buf-
fer sizes have been traditionally modeled using 
Markov chains (MCs). The mathematical analy-
sis of cooperative relaying with buffers has also 
been done using MC extensively in the literature. 
We provide a brief exposition of the framework 
because it is a very powerful tool that provides 
simple ways of analyzing the performance of the 
overall system, and a simple modification on the 

classical construction of the MC, if we additionally 
have FD transmissions, facilitates the analysis of 
networks with FD relaying.

Since the buffers are of finite size, one can rep-
resent the buffer states with the states of an MC. 
The theoretical framework introduced in [11] was 
based on the idea that the transitions between the 
states are given by the probabilities of successful 
transmissions of packets. For example, if we con-
sider a network with two relays with a buffer size 
of two packets, there will be nine possible states. 
When only one transmission per time slot takes 
place, the MC is depicted in Fig. 3a with the tran-
sition probabilities represented as black edges. 
When SuR is facilitated, transitions among more 
states are achieved (additional blue lines in Fig. 3a). 
Therefore, if the current state of the buffers (and 
therefore the state of the MC) does not change, it 
is evident that no transmission has occurred. Such 
MCs due their structure are stochastic, irreducible, 
and aperiodic (SIA), and as a result, they have a 
steady state distribution. Being SIA, the MC has 
several properties that allow the extraction of sim-
ple expressions for the outage probability, average 
throughput, and average delay, among others.

The main challenge of the analysis of FD sys-
tems, compared to the framework described, is 
that if we additionally have FD transmissions, the 
successful transmissions cannot be captured by 
the aforementioned model, since the buffer state 
does not change (and the buffer change is the one 
showing successful transmissions). To capture FD 
transmissions, a state of the MC is represented by 
the number of elements at each buffer, combined 
now with a change of state at the destination, every 
time a packet is received via FD operation from the 
source. This representation can easily be visualized 
by adding an extra layer in the MC. For our exam-
ple of a network with two relays with a buffer size 
of two packets, this is illustrated in Fig. 3b.

PERFORMANCE EVALUATION
The performance of BA FD NOMA is evaluat-
ed for K = 3 relays and varying buffer size L in a 
topology with a saturated source S where time is 

FIGURE 3. Markov chain for different scenarios: a) when no FD transmissions are available (e.g., because 
of HD relays), single transmissions within a slot are represented by black lines and SuR by blue lines;  
b) FD relaying requires one more level to depict the transmission due to the fact that the state of the 
buffers remains unchanged.

Different policies can 
be based on data buf-

fers and BSI in NOMA 
networks in cases 

where users have dif-
ferent packet priorities 
and delay constraints. 

So, an effective way 
of leveraging the 

potential of buffering 
would be to perform 
dynamic scheduling 
of the different users 

allocating more power 
to increase the trans-

mission rate of the user 
having packets that 

might expire.
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divided into “frames” of one packet duration (e.g., 
fixed-size packets). For the link i → j, the channel 
gains gij ! hij

2

 are exponentially distributed, that 
is, gij ∼ Exp(s–2

ij/2). At each time slot, S and/or one 
of the relays Rk transmit with fixed power levels 
Pi, i ∈ {S, R1, … , RK}. In the comparisons, the x-ax-
is values correspond to the maximum transmit 
power per node.

As FD relaying is supported, SI exists, and the 
instantaneous residual SI channel hRkRk between 
the two antennas of relay Rk follows a complex 
Gaussian distribution, taking values in the range 
(0, s2

RkRk). The SI channel of the kth relay is charac-
terized by s2

RkRk = 10–3s2
SRk unless otherwise stated, 

while the noise level is equal to 1 mW, and the 
users’ channels are independent non-identically dis-
tributed (i.n.i.d). Moreover, the two users require 
equal rates r1 = r2 = rD = 2 bits per channel use 
(BPCU), and their channel asymmetry is defined 
as s2

SRk = s2
RkD1 = 4s2

RkD2. BA FD NOMA is com-
pared to BA HD NOMA with R → D prioritiza-
tion (NOMA RD) and the hybrid BA–HD–NOMA/
OMA of [13], where if the NOMA transmission 
fails, a user is selected in the R → D link to be 
served with its desired rate.

Figure 4 depicts the average sum-rate perfor-
mance for different schemes. It can be observed 
that BA FD NOMA can significantly increase the 
average sum-rate for high transmit power, while for 
low and medium transmit power values, BA HD 
NOMA/OMA offers the best performance due to 
its ability to switch to OMA transmission in the R → 
D link, when NOMA fails. At the same time, it does 
not suffer from SI, as it is an HD scheme. When 
FD transmissions are performed only through SuR, 
the average sum-rate is improved after 10 dBm, 
compared to the HD schemes, but is significantly 
lower than BA FD NOMA with FD relays. Finally, 
NOMA with R → D prioritization exhibits identical 
performance with BA FD NOMA, since for low 
transmit power, the latter’s operation is dominated 
by HD relaying. Then, as transmit power increases 
and the chances of successful power allocation 
through NOMA increase, NOMA RD reaches the 
HD upper bound.

Next, Fig. 5 shows the average sum-rate per-
formance for BA FD NOMA for varying buffer 
sizes and under different SI channel conditions. It 
is observed that the buffer size plays an import-

ant role in medium transmit power values, since 
for low transmit power, increased outages occur 
due to fading, while for high transmit power, FD 
operation is dominant, and packets are concur-
rently transmitted and received, thus reducing the 
impact of buffering. Thus, in practical topologies 
and operating conditions, buffering can provide an 
important performance boost in FD NOMA relay 
networks. Moreover, the effect of reduced SI chan-
nel power is obvious, as the upper bound of FD 
NOMA is almost reached under weak SI.

OPEN CHALLENGES
Even though buffers have shown their potential in 
improving the performance and robustness of FD 
relay networks, there are still various challenges 
that could ignite the interest of readers.

Distributed Coordination: Node density in 
future networks will be significantly increased 
due to the coexistence of users and IoT devices. 
In such topologies, low-complexity and distribut-
ed network coordination and power control will 
accelerate the integration of BA solutions. Toward 
this end, the adoption of machine learning can 
lead to efficient algorithms without the need for 
full BSI and CSI knowledge. Especially in NOMA 
cases, learning might provide efficient solutions to 
the exponential growth of complexity of user pair-
ing and power allocation as the number of users 
and devices increases [14].

Interference-Aware Relay Scheduling: The 
consideration of the interference characteristics in 
determining relay scheduling is another important 
issue that can further improve the performance 
of FD transmissions. In many cases, the SI can be 
much smaller than the IRI, as countermeasures 
can be put into place more easily. Further inter-
ference mitigation can be achieved by exploit-
ing cloud-driven relay systems where joint signal 
detection takes place at the nodes and the cloud 
[15]. If information on the statistics of the interfer-
ence channel is not available, learning algorithms 
can be used in order to infer this information.

Complex Interference Scenarios: More advanced 
cases of interference should be studied, departing 
from the simplified topologies that are consid-
ered in the majority of current studies. There can 
be cases with multiple sources as well in which 
the relay node may not be able to handle both 
the SI and the interference from multiple sources, 
requiring a precoding decision based solely on 
statistical knowledge of the channel conditions. In 
this context, cognitive networks represent import-
ant scenarios where BA relaying can facilitate the 
operation of secondary networks [16].

Flexible NOMA Strategies: As has been 
observed, employing hybrid FD/HD relaying can 
maintain the network’s performance in cases of 
severe interference. Similarly, cases where power 
allocation does not allow simultaneous service 
to more than one user must be overcome. Thus, 
flexible NOMA strategies are required, exploiting 
improved user pairing or OMA transmissions to 
maintain the average sum-rate of the network. 
Accordingly, multi-antenna nodes can provide 
additional degrees of freedom, improving the 
diversity of reception/transmission. Additional-
ly, the impact of the direct S → D link should 
be investigated. Although the provision of this 
additional link can improve the diversity, signals 

FIGURE 4. Average sum-rate for K = 3, L = 4, and various algorithms.
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from multiple links might interfere, thus degrad-
ing successive interference cancellation’s perfor-
mance at the destinations. Finally, the integration 
of rate-splitting multiple access in the proposed 
framework can offer additional sum-rate gains by 
flexibly switching between NOMA and OMA.

Intelligent Data Caching: Data-hungry multi-
media applications will benefit from the enhanced 
spectral efficiency of BA FD relaying. Aiming 
to better support enhanced mobile broadband 
services, content caching can play a major role, 
since popular contents can be cached at differ-
ent network nodes, such as user devices or FD 
relays. When the requested data are not located 
nearby, FD relays can fetch them at high speeds 
from a macro base station. In these cases, it is 
necessary to develop schemes integrating relays 
with buffering capabilities in FD networks jointly 
with intelligent data caching and optimal content 
location for content availability, but also interfer-
ence mitigation.

CONCLUSIONS
Whether or not wireless networks will be able to 
cope with the increased capacity requirements of 
coexisting users and IoT devices will depend on 
the development of radical communication para-
digms. Among these techniques, non-orthogonal 
usage of temporal and spectral radio resources 
through full duplex transmission and reception 
and the allocation of the available power to simul-
taneously serve multiple users with NOMA are 
quite promising. In this article, we aim to pres-
ent how buffer-aided cooperative relays can sig-
nificantly improve the efficiency of full duplex 
multi-user networks. More specifically, different 
cases of buffer-aided relays and transmission 
algorithms are presented, while the details of a 
theoretical framework relying on Markov chains 
are given. Furthermore, performance evaluation 
shows the advantages of buffering in increasing 
the sum-rate of full duplex NOMA networks. 
Finally, several open issues are discussed, high-
lighting possible ways to further increase the per-
formance of full-duplex relay networks.
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FIGURE 5. Average sum-rate for K = 3, varying L and SI channel conditions. 
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Coverage	improvement	(1/2)
• Problem:	 Low	 channel	 asymmetry	 reduces	 the	 performance	 of	NOMA	when	 connecting	
coexisting	users	and	IoT	devices		

• Solution:	A	Ylexible	moving	radio	access	network	(RAN),	consisting	of	aerial	nodes	which	
can		increase	channel	asymmetry	by	repositioning		[Nomikos	et	al.,	2020]	

• The	proposed	RAN	 includes	network	 softwarization	and	orchestration	 characteristics	
to	dynamically	deploy	aerial	nodes	and	resources	

• Radio	access	uses	NOMA,	exploiting	channel	/	rate	asymmetry	of	users	and	IoT	devices

[Nomikos	et	al.,	2020]	N.	Nomikos,	E.	T.	Michailidis,	P.	Trakadas,	D.	Vouyioukas,	H.	Karl,	J.	Martrat,	T.	Zahariadis,	K.	Papadopoulos,	S.	
Voliotis,	“	UAV-based	moving	5G	RAN	for	massive	connectivity	of	mobile	users	and	IoT	devices,”	Vehicular	Commun.,	Oct.	2020.
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Fig. 2. The high-level architecture diagram of the moving 5G RAN.

Manager, the MANO and SDN systems for the placement, alloca-
tion and optimization of the infrastructure resources, as well as the 
life cycle management and interconnection of the VNFs serving the 
users. The Mobility Manager has the responsibility to manage the 
service following the moving user by predicting mobility patterns, 
adaptively exploiting the system resources, and routing/disposing 
the data in real-time. More specifically, the Mobility Manager aims 
at i) handling mobility of drones and the migration of VNFs to 
other drones, ii) handling the mobility of both drones and users, 
iii) regulating and facilitating the handovers of the users to new 
instances of VNFs and migrating the VNFs to other drones, iv) com-
bining all these procedures. Finally, a Placement Manager function 
is responsible for determining VNF deployment and migration to 
support the user requirements, considering user positioning and 
the type of service.

3.6. Life cycle of a moving 5G RAN service

The life cycle of a 5G service in the context of the moving RAN 
architecture involves various steps. When the user attaches to the 
network, a network service is established with a unique ID. This 
service instance can be either based on already existing VNFs that 
serve other users, or solely for this specific user. Then, during its 
lifetime, the service must be updated, either due to the mobility of 
the user, e.g. adding a new node in the VNF Forwarding Graph or 
due to the service differentiation, e.g. the VNF must be scaled up 
to support more users. After the updating phase, the functionality 
(re)configuration phase comes next. For example, the IP of a newly 
introduced node must be configured, the traffic channel allocation 
must be modified and the compression in the vCache must be con-
figured to different settings. Finally, the appropriate actions must 
be executed when a user detaches from the network. Special care 
must be paid in order to delete or suspend the VNFs and related 
configuration of the detached user, especially when VNFs are used 
to support many users.

4. Physical-layer and multiple access model

4.1. Topology

An uplink network is assumed, comprising N sources, Sn (1 ≤
n ≤ N), i.e., users/IoT devices, a single destination, D , having the 
role of the BS, and a cluster C of K moving RA nodes, operat-
ing as half-duplex (HD) decode-and-forward (DF) relays, Rk ∈ C
(1 ≤ k ≤ K ). It is considered that the configuration phase of these 
nodes has been successfully carried out and the same channel has 

Table 1
Notation.

Parameter Symbol

n-th source Sn
k-th RA node Rk
Buffer size L
Sub-buffer size for the n-th source’s packets LSn
Transmit power P
SNR at the reception in the {i→ j} link !i j
SNR threshold in the {i→ j} link γi j
Rate of the n-th source rSn
Rate of N sources rmax
Rate of the source with the minimum requirement rmin
Complex coefficient of the {i→ j} link hij
Gain of the {i→ j} link gij
Mean of the exponentially distributed {i→ j} link 1/λi j

Thermal noise variance at the l-th receiver σ 2
l

Information symbol of the n-th source xn
Received signal at the k-th RA node yk
Set of all possible decoding orders %

Permutation at the k-th RA node φk
Feasible {S→R} links set Fn

SR
Feasible {S→R} links set’s cardinality Fn

SR
Feasible {R→D} links set Fn

RD
Feasible {R→D} links set’s cardinality Fn

RD

been allocated to them in order to perform uplink NOMA. For con-
venience, Table 1 includes the notation used in this section.

Furthermore, the feasible {S→R} links set is denoted by Fn
SR , 

with cardinality equal to Fn
SR , where the specific RA nodes have 

successfully decoded packets from n sources after the dynamic SIC 
reception, i.e., its members are the links fulfilling Equation (2).

Due to excessive fading, there is no direct connectivity among 
the users/IoT devices and the BS and it is considered that commu-
nication can only be provided by the moving RA nodes. Each RA 
node Rk holds a buffer of size L, where L denotes the maximum 
number of packets that can be stored. The number of packets in 
the buffer of RA node Rk is denoted by Qk . The capacity of each 
buffer is equally allocated to each source and the same number 
of data elements of S1, S2, . . . , SN can be stored at the moving RA 
nodes. In this way, sub-buffers are formed, denoted as Qk,Sn , while 
the respective sub-buffer sizes, considered to be equal at each RA 
node are denoted by LSn .

Here, the sources are saturated and the information rate, rSn , 
for successful reception at each RA node, is fixed and might be 
different, according to the service requirements. Furthermore, a 
transmission from a transmitter i to its corresponding receiver 
j is successful if the signal-to-noise ratio (SNR) !i j at the re-
ception is greater than or equal to a threshold γi j . In greater 
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Coverage	improvement	(2/2)

• Scenarios	where	a	user	coexists	with	two	IoT	devices	with	different	rate	requirements	

• NOMA	reduces	the	delay	over	OMA	independently	of	the	rate	asymmetry		

• Different	 cases	 of	 optimized	 Ylying	 RA	 nodes	 positioning	 for	 increased	 channel	
asymmetry	and	improved	NOMA	(K	=	2)	

• When	aerial	nodes	reposition	for	higher	channel	asymmetry	sum-rate	increases

Nikolaos	Nomikos
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Fig. 3. Average sum-rate comparisons between flex−NOMA and OMA.

Fig. 4. Average delay comparisons between flex−NOMA and OMA.

sum-rate performance. When transmit SNR increases, OMA slightly 
surpasses flex −NOMA as high rate transmissions are possible and 
interference among the sources’ signals does not exist. The results 
highlight the importance of user pairing, considering their rate 
asymmetry, in the case of NOMA, as the case of equal rates ex-
ploits only possible channel asymmetry and reduces the chances 
for successful SIC at the receivers. For this purpose, VNFs at mov-
ing RA nodes should be responsible for user pairing according to 
their rate demands and appropriate association with the available 
moving RA nodes.

Further comparisons between flex −NOMA and OMA are shown 
in Fig. 4, evaluating the average delay performance for the three 
cases of rate asymmetry. It is evident that for low and medium 
transmit SNR values, flex −NOMA provides the best average delay 
performance independently of the rate asymmetry. This behavior
follows the average sum-rate performance and at the same time, 
the fixed user scheduling results in increased delays as packets 
tend to reside for more time-slots in the buffer of the moving RA 
nodes. In addition, when S1 demands lower rate, the average delay 
performance improves as outages are less frequently experienced. 
In this comparison, packets are not dropped from the buffers, but 
in cases where delay constraints are imposed, VNFs should accom-
modate packet prioritization, considering to the criticality of the 
service of each source.

5.2. Improved wireless conditions by RA nodes repositioning

In the second case, two moving RA nodes are available to serve 
the three devices in the uplink. However, if all the links are charac-
terized by non-Line-of-Sight (nLoS) conditions, fading might result 
in weakly received signals, posing difficulties to the SIC process. 

Fig. 5. Sum-rate performance of the dynamic RA nodes repositioning.

Fig. 6. Average delay performance of the dynamic RA nodes repositioning.

So, by repositioning the moving RA nodes to achieve LoS with the 
cellular device (S1), having the highest rate requirement, an over-
all sum-rate improvement in the network can be achieved. Fig. 5
compares various cases of dynamic repositioning moving RA nodes. 
Initially, the two moving RA nodes are randomly deployed in the 
network and have nLoS channel with the three devices. As it is 
evident, this initial (init) case provides the worst sum-rate perfor-
mance. Then, one of the two moving RA nodes repositions itself 
to achieve LoS conditions with the cellular user, a case denoted 
as “semi-opt”. Even by only improving the wireless condition be-
tween one moving RA node and the three devices, significant sum-
rate gains are obtained. The third case, denoted as “opt”, configures 
both moving RA nodes to reposition and maintain LoS channels 
with the cellular user. It is clear that this case has the best perfor-
mance over the whole transmit SNR range.

Next, Fig. 6 presents the average delay performance for the 
three different cases of RA nodes positioning. First, the “init” case 
shows that packets experience reduced average delay compared to 
both the “semi-opt” and “opt” cases. Although this behavior might 
seem counter-intuitive, it can be justified by considering that repo-
sitioning for achieving LoS is performed only in the first hop. As 
a result, more packets are successfully received in the “semi-opt” 
and “opt” cases, and due to low average transmit SNR, they tend 
to reside in the buffer for more time-slots. Still, as SNR conditions 
improve, both cases of RA node repositioning provide the same 
average delay and at the same time, more packets are successfully 
decoded at the BS. Finally, when both RA nodes are repositioned 
(opt), the best average delay performance is achieved after 14 dB, 
as SIC more frequently decodes packets from all the sources and 
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So, by repositioning the moving RA nodes to achieve LoS with the 
cellular device (S1), having the highest rate requirement, an over-
all sum-rate improvement in the network can be achieved. Fig. 5
compares various cases of dynamic repositioning moving RA nodes. 
Initially, the two moving RA nodes are randomly deployed in the 
network and have nLoS channel with the three devices. As it is 
evident, this initial (init) case provides the worst sum-rate perfor-
mance. Then, one of the two moving RA nodes repositions itself 
to achieve LoS conditions with the cellular user, a case denoted 
as “semi-opt”. Even by only improving the wireless condition be-
tween one moving RA node and the three devices, significant sum-
rate gains are obtained. The third case, denoted as “opt”, configures 
both moving RA nodes to reposition and maintain LoS channels 
with the cellular user. It is clear that this case has the best perfor-
mance over the whole transmit SNR range.

Next, Fig. 6 presents the average delay performance for the 
three different cases of RA nodes positioning. First, the “init” case 
shows that packets experience reduced average delay compared to 
both the “semi-opt” and “opt” cases. Although this behavior might 
seem counter-intuitive, it can be justified by considering that repo-
sitioning for achieving LoS is performed only in the first hop. As 
a result, more packets are successfully received in the “semi-opt” 
and “opt” cases, and due to low average transmit SNR, they tend 
to reside in the buffer for more time-slots. Still, as SNR conditions 
improve, both cases of RA node repositioning provide the same 
average delay and at the same time, more packets are successfully 
decoded at the BS. Finally, when both RA nodes are repositioned 
(opt), the best average delay performance is achieved after 14 dB, 
as SIC more frequently decodes packets from all the sources and 
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Complexity	reduction	(1/2)
• Problem:	 Relay	 selection	 and	 power	 control	
mechanisms	 incur	 increased	 network	 coordination	
overheads	

• Solution:	 The	 adoption	 of	 reinforcement	 learning	
through	 multi-armed	 bandits	 (MAB)	 eliminates	 the	
need	 for	 CSI,	 using	 one-bit	 ACK/NACK	 feedback	
[Nomikos	et	al.,	2020,	Nomikos	et	al.,	2021]	

• The	 use	 of	 upper	 conYidence	 bound	 (UCB)	
algorithms	 guarantees	 that	 average	 regret	 grows	
logarithmically	over	the	time	horizon		

• Distributed	 network	 operation	 is	 achieved	 by	
integrating	 synchronized	 timers	 at	 the	 relays	 into	
the	MAB	framework

[Nomikos	 et	 al.,	 2020]	 N.	 Nomikos,	 S.	 Talebi,	 R.	 Wichman,	 and	 T.	 Charalambous,	 “Bandit-based	 relay	 selection	 in	 cooperative	
networks	over	unknown	stationary	channels,”	 IEEE	International	Workshop	on	Machine	Learning	 for	Signal	Proc.	 (MLSP),	Espoo,	
Finland,	Oct.	2020.	
[Nomikos	 et	 al.,	 2022]	 N.	 Nomikos,	M.	 S.	 Talebi,	 T.	 Charalambous	 and	 R.	Wichman,	 "Bandit-Based	 Power	 Control	 in	 Full-Duplex	
Cooperative	 Relay	 Networks	 With	 Strict-Sense	 Stationary	 and	 Non-Stationary	 Wireless	 Communication	 Channels,"	 IEEE	 Open	
Journal	of	the	Communications	Society,	February	2022.
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Fig. 1. The two-hop relay-assisted topology where a source
S communicates with a single destination D via a cluster C
of half-duplex decode-and-forward relays Rk, k 2 C.

• A bandit-based opportunistic relay selection (BB� 0RS)
is proposed, based on ACK/NACK observations such that
the nodes in the network (source and relays) do not need
to estimate the forward channels.

• Network coordination through distributed timers at the re-
lays is integrated into the MAB framework, reducing the
complexity, compared to [6, 7], in which each source has
knowledge of the action set;

• Comparisons of BB� 0RS based on different UCB
policies and the optimal 0RS are presented, showing
a promising performance-complexity trade-off.
The remainder of this paper is organized as follows. In

Section 2, we introduce the system model. In Section 3, we
provide in detail the MAB modeling of the selection pro-
cess. The proposed bandit-based relay selection mechanism,
BB� 0RS, is described in Section 4, while performance
evaluation is provided in Section 5. Finally, conclusions and
future directions are given in Section 6.

2. SYSTEM MODEL

We consider a relay-assisted two-hop network consisting of a
source, S, a destination, D, and a cluster C of K half-duplex
(HD) decode-and-forward (DF) relays Rk 2 C (1  k  K),
as depicted in Fig. 1. Due to severe fading, the direct source-
destination ({S!D}) link does not exist and communication
is only established via relaying.

For modeling the evolution of the radio channels over
time, we consider a time slotted system, where the duration
of a slot corresponds to the transmission of a single packet
duration (e.g., fixed-size packets). A time-slot can, in general,
span more than one packet. At any arbitrary time-slot t, the
wireless channel quality is degraded by additive white Gaus-
sian noise (AWGN) and frequency non-selective Rayleigh

block fading, according to a complex Gaussian distribution
with zero mean and variance �2

ij for the {i!j} link. AWGN
is assumed to be normalized with zero mean and unit vari-
ance, the complex channel coefficient for the {i!j} link is
denoted by hij , and the channel gain, gij , |hij |2, is expo-
nentially non-identically distributed, reflecting an asymmetric
topology. Thermal noise variance at receiver j is denoted by
⌘j , and it is assumed to be AWGN and the same at all nodes.
We assume that no channel knowledge is available and the
channel conditions evolve over time according to an inde-
pendent not necessarily identically distributed process whose
average is initially unknown. This corresponds to scenar-
ios where the average channel conditions evolve relatively
slowly, in the sense that the link allocation can be updated
several times before this average exhibits significant changes.

Moreover, the source is assumed to be saturated and trans-
mits with a fixed rate r0. In general, a successful transmission
from a transmitter i to its corresponding receiver j takes place
when the signal-to-noise ratio (SNR) at the reception, denoted
by �j , is greater than or equal to the capture ratio �j . There-
fore, we require that

�j(Pi) ,
gijPi

⌘j
� �j . (1)

Link {i!j} is in outage if �j(P ) < �j , i.e., gijPi

⌘j
< �j , and

the probability of outage is given by

p̄ij = P

gij <

�j⌘j
Pi

�
. (2)

This framework is equivalent to the capture model. Hence,
the instantaneous SNR from S to Rj when relay Rj is se-
lected for reception is expressed as

�Rj (PS) =
gSRjPS

⌘Rj

� �Rj , (3)

and, equivalently, the instantaneous SNR from Rj to D when
relay Rj is selected for transmission is given by

�D(PRj ) =
gRjDPRj

⌘D
� �D . (4)

Re-transmissions rely on ACKs/NACKs with short-length
error-free packets over a separate narrow-band channel.

3. MAB MODELING

3.1. The MAB Problem

MAB refers to a class of sequential decision problems of
resource allocation among several competing entities in un-
known environments with an exploration-exploitation trade-
off, i.e., searching for a balance between exploring all possi-
ble decisions to learn their reward distributions while choos-
ing the best decision more often to gain more reward. For a

DS R

Fig. 1. The two-hop relay-assisted topology where a source S communicates
with a single destination D via a single FD relay R experiencing LI.

5G cases aiming to overcome the complexity of network
coordination through learning. Nevertheless, to the best of the
authors knowledge, its use has not been investigated before
for the problem of power control in FD relay networks.

More specifically, an online policy for selecting the transmit
power in each time-slot is developed, modeling the power
level selection as a MAB game. Thus, in each time-slot, the
relay observes the ACK/NACK messages from the destination
for the previous transmissions, as well as whether or not the
receptions from the source were successful. After an initial
exploration phase, the power level offering the maximum
end-to-end throughput is exploited for minimizing the regret
against optimal power control when full CSI is available. Our
contributions are the following.
• A bandit-based power control (BB− PC) algorithm is

proposed, relying on local observation by the relay of the
outcome of the source’s signal reception and ACK/NACK
feedback from the destination, such that the relay does not
need to perform channel estimation.

• Different versions of BB− PC, based on various upper
confidence bound (UCB) policies are evaluated and results
are given in terms of outage probability, average through-
put and accumulated regret against optimal power control
with full CSI and the cases without power control and
random power level selection.

The remainder of this paper is organized as follows. In
Section II, we introduce the system model. In Section III,
we provide in detail the MAB modeling of the power control
process. The proposed bandit-based power control for FD
relay networks is described in Section IV, while performance
evaluation is provided in Section V. Finally, conclusions and
future directions are given in Section VI.

II. SYSTEM MODEL

A two-hop cooperative network, comprising a source node
S, a single destination D, and a single FD decode-and-forward
(DF) relay R, is considered. The relay is equipped with two
antennas and operates in FD mode, resulting in simultaneous
transmission and reception of signals. It is considered that
direct transmissions from the source towards the destination
are not possible due to severe fading conditions and communi-
cation can be performed only through the relay. Fig. 1 shows
an instance of the two-hop FD cooperative relay network.
This simple setup is emblematic of a wide range of wireless
communication applications.

Time is assumed to be divided in time-slots where source
node S and relay R transmit using power levels PS and PR,

respectively. A saturated source is assumed, having always
data for transmission, while the information rate is equal to
r0. Retransmissions rely on an ACK/NACK mechanism, where
the receivers (either the activated relay or the destination)
broadcast short-length error-free packets via a separate narrow-
band link, informing the network on whether or not, the packet
transmission was successful. Furthermore, it is assumed that
the wireless channel quality is degraded by additive white
Gaussian noise (AWGN) and frequency flat Rayleigh block
fading, following a complex Gaussian distribution character-
ized by zero mean and variance σ2

ij for the i to j link. For
simplicity, the power of the AWGN is assumed to be normal-
ized with zero mean and unit variance. Also, the channel gains
gij ! |hij |2 are exponentially distributed [13, Appendix A].
Also, FD relaying is supported, leading to LI and hRR denotes
the instantaneous residual LI between the two antennas of
relay R, following a complex Gaussian distribution and taking
values in the range (0,σ2

RR).
Since the relay operates in FD mode, the HD loss of

conventional relays is surpassed and the destination receives
one packet in each time-slot. Nonetheless, FD operation in-
troduces LI and the power control algorithm must take into
consideration the interference level arising by each transmit
power level. In an arbitrary time-slot, a packet is successfully
forwarded from relay R towards the destination D if the
signal-to-noise Ratio (SNR), denoted by SNRRD, is greater
than or equal to a threshold γD, called the capture ratio, i.e.,

gRDPR

nD
≥ γD, (1)

where nD denotes thermal noise variance at the destination,
which is considered to be AWGN.

A packet transmission from source S to relay R is success-
ful, if the SINR at the relay, denoted by SINRSR is greater
than or equal to γR, i.e.,

gSRPS

gRRPR + nR
≥ γR. (2)

III. MAB MODELING

A. The MAB Problem

MAB refers to a class of sequential decision problems
of resource allocation among several competing entities in
unknown environments with an exploration-exploitation trade-
off, i.e., searching for a balance between exploring all possible
decisions to learn their reward distributions while selecting
the best decision more often to acquire more reward. For a
detailed discussion on the topic, see, for example, [14], [15]. In
the classical stochastic MAB problem, introduced by Robbins
[16], a player has access to a finite set of arms, and to each
arm, a probability distribution with an initially unknown mean
qj is associated. At each round t, the player chooses an arm
j and receives a random reward Uj,t. In our setup, the relay
transmits with a power from a set of discrete power levels, PR.
The number of power levels |PR| and their values depend on
the radio configuration. Therefore, in the MAB framework,
each arm corresponds to one of the |PR| power levels.
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Complexity	reduction	(2/2)

• A	 small	 performance	 gap	 is	 observed	
compared	to	optimal	power	control	with	full	
CSI	knowledge	

• In	 FD	 relay	 networks,	 bandit-based	 power	
control	 (BB-PC)	 outperforms	 the	 cases	
without	power	control	 (no-PC)	and	random	
power	level	selection

Nikolaos	Nomikos
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Fig. 3. Outage probability comparisons for different power control algorithms
and γ̄LI = −30 dB.

Fig. 3 depicts the outage probability for different power
control algorithms when a significantly weaker LI channel is
considered, characterized by γ̄LI = −30 dB. It is clear that
when full CSI is available, the optimal power control algorithm
has the best outage performance. However, the two BB− PC
versions (UCB1 and kl-UCB++) offer significant improvement
with respect to the case without power control (no-PC) and
random power level selection (rnd). Furthermore, kl-UCB++

has a clear advantage after 28 dB over UCB1 notably larger
than that of the case when γ̄LI = −10 dB. It must be outlined
that both BB− PC versions avoid the outage floor that is
observed when no power control is performed. Also, the two
BB− PC algorithms performance surpasses that of the case
where transmit power is randomly selected.

Then, average throughput results for various algorithms are
illustrated in Fig. 4 when γ̄LI = −10 dB. In this case, the
LI channel power is not negligible and thus, power control
is vital to maintain adequate throughput performance. More
specifically, the algorithm with fixed transmit power (no-
PC) has by far, the worst performance among the consid-
ered algorithms. Better results are observed through random
power selection, while significantly improved performance
is provided by the two BB− PC algorithms. As a result,
an interesting trade-off arises, since BB− PC avoids CSI
acquisition and exchange while still closely following the
performance of the optimal power control algorithm (which
introduces increased overheads).

The average throughput performance for different power
control algorithms and a weak LI channel characterized by
γ̄LI = −30 dB is shown in Fig. 5. It can be seen that in
this case, the optimal power control algorithm achieves the
throughput upper bound, being closely followed by the two
BB− PC algorithms. From the two BB− PC algorithms, kl-
UCB++ offers a noticeable performance gain after 28 dB.
Meanwhile, when power control is not employed, significantly
worse average throughput is obtained. Furthermore, adopting

0 5 10 15 20 25 30 35 40

SNR [dB]

0

0.5

1

1.5

2

2.5

3

A
v

er
ag

e 
th

ro
u

g
h

p
u

t 
[b

p
s/

H
z]

opt
BB-PC (UCB1)
BB-PC (kl-UCB++)
rnd
no-PC

Fig. 4. Average throughput comparisons for different power control algo-
rithms and γ̄LI = −10 dB.
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Fig. 5. Average throughput comparisons for different power control algo-
rithms and γ̄LI = −30 dB.

random transmit power selection results in the worst through-
put performance among the compared algorithms, until 32 dB.

An important performance metric for all bandit-based al-
gorithms is related to the accumulated regret over the game
horizon. Fig. 6 presents the accumulated regret, in terms of
throughput for the two versions of BB− PC. It is clear that
kl-UCB++ experiences less accumulated regret compared to
UCB1, thus revealing that it converges faster to the optimal
transmit power level.

VI. CONCLUSIONS

A. Conclusions

Power control is an important technique to guarantee the
performance of full-duplex cooperative relay networks. How-
ever, the selection of an appropriate power level entails sig-
nificant coordination overheads while acquiring full channel
state information. Targeting to reduce the complexity of this
process and provide increased network autonomy, we have

Algorithm 1 Timer-based channel access mechanism at relay j

Input: constant value for timer setup �.
for t = 1, 2, . . . do

compute bqj,t (7) and then q̄j,t according to UCB used
start timer ⌧j,t (13)
if ⌧j,t 6= 0 and timer is running then

listen for signals
if signal is received then

freeze ⌧j,t and back off
end

else if ⌧j,t = 0 then
send flag (so that other relays i freeze ⌧i,t)

receive packet from S and transmit it to D
nj,t+1  nj,t + {It=j} for all j
if transmission is successful then

rj,t = 1
end

end
end

0 5 15 2010
SNR [dB]

0

0.5

1

1.5

A
ve

ra
ge

 th
ro

ug
hp

ut
 [b

ps
/H

z] BRS
BB-0RS (UCB1) 
BB-0RS (kl-UCB++) 
random
oCSI

Fig. 2. Average throughput comparison for the stationary
case.

stochastic bandits where channel statistics remain the same
for the whole transmission duration is considered. Further-
more, the two-hop relay-assisted topology is assumed to be
highly asymmetric with one relay providing links with sig-
nificantly higher channel gain compared to the other K � 1
relays.

Fig. 2 includes average throughput results for the station-
ary case. It can be observed that random relay scheduling of-
fers the worst performance as often the relays providing weak
channels are selected. After, BRS with outdated CSI provides
reduced throughput, since it performs similarly to single re-
laying, as the transmit SNR increases [21]. More importantly,
the two BB� 0RS policies exhibit a small performance gap
with respect to BRS, with the kl-UCB++ version slightly pro-
viding improved throughput, as it adapts better to erroneous
decisions.
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Fig. 3. Relay selection over time for the stationary case.

Next, Fig. 3 shows the relay selection process over the
transmission duration for the two BB� 0RS versions for a
transmit SNR of 20 dB. It can be seen that both UCB policies
converge in selecting R1 providing the highest channel gain.
It is noteworthy that kl-UCB++ admits less relay switchings,
occurring mostly in the initial time-slots. As a result, kl-
UCB++ is suitable for scenarios with significantly smaller
game horizon, thus having higher practical interest.

6. CONCLUSIONS AND FUTURE DIRECTIONS

6.1. Conclusions

Relay selection is an important problem in dense wireless
networks, introducing significant coordination overheads.
Aiming to facilitate this process, we have adopted the MAB
framework on a stochastic setting where the channel condi-
tions are stationary and developed relevant centralized and
distributed algorithms. The learning process relied only
on ACK/NACK observations, determining the best relay
to establish end-to-end connectivity. Performance evalua-
tion showed that the proposed algorithms follow closely the
scheduling with full channel state information knowledge for
different wireless environments.

6.2. Future Directions

Part of ongoing research includes adversarial scenarios where
no assumptions are made regarding the evolution of channel
conditions.

As a future direction, cases where channels have memory
and, hence, the state of the machines advances to a new one,
according to a Markov chain with rewards depending on the
current state will be investigated. Such a framework can be
studied using restless bandits, in which the the states of non-
played arms can also evolve over time; see, e.g., [22].

• Bandit-based	 opportunistic	 relay	 selection	
(BB-ORS)	 has	 a	 small	 performance	 gap	
compared	to	optimal	relay	selection	with	full	
CSI	knowledge	

• BB-ORS	 offers	 signiYicantly	 higher	 average	
throughput	over	random	relay	selection	and	
relay	selection	with	outdated	CSI	(oCSI)
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Conclusions
• Distributed	 and	 low-complexity	 opportunistic	 relaying	 algorithms	were	proposed,		
for	hardware-	and	energy-constrained	maritime	IoT	devices	and	vessels	

• Hybrid	HD/FD/successive	relaying	reduces	outages,	power	expenditure	and	delays	
and	increases	throughput	

• NOMA	showed	tremendous	mass	connectivity	potential	for	users	and	IoT	devices	

• Various	 CSI	 cases	 were	 examined	 for	 users	 and	 IoT	 devices	 with	 different	
capabilities			

• Reinforcement	 learning	 was	 integrated	 in	 multi-hop	 networks	 with	 promising	
results	

…but	still	many	6G	techniques	and	maritime	topologies	to	take	into	consideration!
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[Nomikos	 et	 al.,	 2022	 (1)]	N.	Nomikos,	 S.	 Zoupanos,	 T.	 Charalambous,	 and	 I.	 Krikidis	 “A	 survey	 on	 reinforcement	 learning-aided	
caching	in	mobile	edge	network,”	IEEE	Access,	January	2022.	
[Nomikos	et	al.,	2022	(2)]	N.	Nomikos,	P.	K.	Gkonis,	P.	S.	Bithas,	and	P.	Trakadas	“A	survey	on	UAV-aided	maritime	communications:	
Deployment	considerations,	applications,	and	future	challenges,”	arXiv,	September	2022.

• Coexisting	users	and	IoT	devices	stresses	backhaul/fronthaul	of	ground	and	maritime	
networks,	 needing	 radical	 ofYloading	 paradigms,	 e.g.	 reinforcement	 learning-aided	
caching	[Nomikos	et	al.,	2022	(1)]	

• There	is	increased	potential	for	integrating	machine	learning	algorithms	in	maritime	
communication	networks,	e.g.	multi-armed	bandits	for	trajectory	design	

• Maritime	 networks	 and	 the	 Internet	 of	 Underwater	 Things,	 comprising	 vessels,	
platforms,	 users	 and	 machines	 require	 novel	 grant-free	 non-orthogonal	 multiple	
access	and	the	use	of	intelligent	reYlecting	surfaces	to	maximize	the	capacity	

• Aerial	 networks	 will	 coexist	 with	 shore	 base	 stations	 and	 satellites,	 necessitating		
dynamic	backhauling/fronthauling	in	maritime	settings	[Nomikos	et	al.,	2022	(2)]

Enabling	5G/6G	Wireless	Communications	for	Supporting	Maritime	Applications



Thank	you!

Questions?
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