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Abstract 
This deliverable presents the results of the work performed in Task 2.1 (“Identification of 
hardware enhancements and optimisation strategies”) and Task 2.2 (“Hardware COTS 
assessments”) of the project. Resulting from the work performed in Task 2.1, there have been 
identified the functionalities and target modules of the Affordable5G that are amendable to 
hardware acceleration or require specialized network computing devices. The work performed 
in Task 2.2 has further defined various optimization strategies providable either in solutions 
based on third-party COTS components or in prototype implementations being developed by 
the project partners. More specifically, the work analyses each layer and/or component of the 
Affordable5G architecture defined in D1.2 and O-RAN blueprint and reveals the parts (layer or 
components) that necessitate the need for a specialized hardware equipment or the parts that 
are amenable for acceleration using software or hardware techniques. The individual hardware 
accelerated components have been selected, listed, and evaluated in terms of functionality 
and performance. On top of this, there has been devised and evaluated the methodology of 
end-to-end latency assessment. The defined hardware components will be pre-integrated and 
pre-tested as a part of WP2 Task 2.4 and will be deployed in the testbeds for the complete 
system test and use case validations in WP4. 

 

 

Keywords: System architecture, 5G Non-Public Networks, C-RAN, O-RAN, edge computing, 
MEC hosts, IoT device, hardware enhancements, open source, COTS, time-sensitive network 
(TSN). 
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EXECUTIVE SUMMARY 

Affordable5G adopts the hardware acceleration paradigm, targeting to further extend it by 
integrating it in its hardware proposition both in the RAN (RRH/RUs, DUs, devices) and 
edge/core networking (BBU/CUs, network controllers) parts, exploiting its capabilities in 
handling and processing large amounts of mobile data for improved network management and 
orchestration. Moreover, its gains will be assessed and validated in important real-world 5G 
use cases where multiple RRH/RUs and edge devices are deployed to support emergency 
communications, as well as smart city applications.  

Resulting of WP2 Tasks 2.1 and 2.2, this deliverable presents our analysis of the hardware 
components adopted to build the Affordable5G architecture. 

The analyses was guided by D1.1 (“State of the art, technical system requirements analysis 
and pilot element descriptions” [1]) and D1.2 (“Affordable5G building blocks fitting in 5G system 
architecture” [40]) specifying a set of requirements for architectural design enabling a cost-
efficient roll-out of 5G private and enterprise networks.to.  

Another input for WP2 Tasks 2.1 and 2.2 was O-RAN architecture blueprint [2].  

Task 2.1 (“Identification of hardware enhancements and optimisation strategies”) focused on 
the identification and analysis of hardware enhancements to the already developed products 
of the Affordable5G partners. At the same time, the most promising optimisation strategies 
have been analysed, resorting to those guaranteeing a viable roadmap of extending the 
capabilities of current solutions. More specifically, in this task: 

• 5G application requirements were analysed in order to identify necessary additional 
functionalities that must be implemented to the radio elements of the partners, 
supporting flexible C-RAN deployments (RRHs, BBUs, network switches, radio 
controllers), as well as edge computing, MEC hosts and IoT devices for cost efficiency 
and high performance. 

• Viable optimisation strategies have been developed in order to achieve a realistic 
roadmap for enhancing the hardware capabilities within the project’s lifetime. 

• Analysis of the hardware accelerator alternatives in the Affordable5G building blocks 
in order to improve the performance and optimise energy consumption and cost. 

Task 2.2 (“Hardware solutions and COTS assessments”) focused on evaluation of hardware 
solutions following a disaggregated approach consisting of open hardware specifications 
available to every manufacturer. As Affordable5G relays on open elements to enable RAN and 
core functionalities, as well as open-source software platforms, this task had investigated 
relevant propositions in the following network aspects: 

• Analysis of the functionalities enhanced network elements, including small cells, RRHs, 
BBUs and edge/ IoT devices with MEC capabilities. 

• Evaluation of various white box/bespoke hardware approaches for radio and network 
controllers, depending on the cost reduction and performance gains that they can bring 
to the 5G network. 

• Assessment of COTS as well as re-programmable hardware for developing the 
Affordable5G system in order to support a 5G ecosystem without lock-ins. 

Each chapter of this deliverable contains an analysis of the specialized hardware devices that 
are / will be needed in the project. More specifically, each chapter concentrates on a different 
layer of the Affordable5G architecture, as it was defined in D1.2 [40]. In addition to the analysis 
of Affordable5G architecture layers, this deliverable also sets forward a set of hardware 
elements, such as User Equipment (UE) and Data Network (DN) switches which were 
intentionally not included to the Affordable5G architecture defined in D1.2 [40]. 





D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 6 of 82 

 

TABLE OF CONTENTS 

EXECUTIVE SUMMARY ....................................................................................................... 4 

TABLE OF CONTENTS ........................................................................................................ 6 

LIST OF FIGURES ................................................................................................................ 8 

LIST OF TABLES ................................................................................................................ 10 

ABBREVIATIONS ............................................................................................................... 11 

1 INTRODUCTION .................................................................................................... 15 

1.1 Approach................................................................................................................ 15 

1.2 Analysis of Affordable5G Architecture .................................................................... 15 

1.3 Constrains specific to 5G NPN deployment ............................................................ 17 

2 HARDWARE ELEMENTS AND USAGE IN THE INFRASTRUCTURE LAYER .... 18 

2.1 Cell Site Platform ................................................................................................... 18 

2.2 Edge/Regional NFVI .............................................................................................. 20 

2.3 Security Architecture in Castellolí’s Test Cases...................................................... 22 

2.4 Transport and synchronization network .................................................................. 23 

2.4.1 Cross-haul (Xhaul) transport overview ................................................................... 23 

2.4.2 Fronthaul transport ................................................................................................. 24 

2.4.3 Midhaul and Backhaul transport ............................................................................. 25 

2.4.4 Synchronization delivery elements ......................................................................... 26 

2.4.5 Synchronization network in Castelloli ..................................................................... 28 

2.4.6 Synchronization network in Malaga ........................................................................ 29 

3 HARDWARE ELEMENTS AND USAGE IN THE NETWORK FUNCTION LAYER 30 

3.1 5G RAN ................................................................................................................. 30 

3.1.1 O-RU ...................................................................................................................... 30 

3.1.2 O-DU ...................................................................................................................... 31 

3.1.3 O-CU ...................................................................................................................... 36 

3.2 5G Core ................................................................................................................. 40 

3.2.1 UPF ........................................................................................................................ 40 

4 HARDWARE ELEMENTS AND USAGE IN THE MANAGEMENT, 
ORCHESTRATION AND AUTOMATION LAYER ............................................................... 44 

4.1 Orchestration ......................................................................................................... 44 

4.2 O-RAN Element Management System (EMS) ........................................................ 44 

4.3 Slicing .................................................................................................................... 44 

4.4 AI/ML framework .................................................................................................... 45 

4.5 Network telemetry and data analytics framework ................................................... 46 

5 HARDWARE ELEMENTS AND USAGE IN THE SERVICE LAYER ..................... 47 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 7 of 82 

 

5.1 Smart City Video Surveillance over 5G .................................................................. 47 

5.1.1 GPU Hardware ....................................................................................................... 48 

5.2 TSN over 5G .......................................................................................................... 53 

5.2.1 TSN COTS platforms ............................................................................................. 54 

5.2.2 TSN-aware PCIe cards .......................................................................................... 55 

5.2.3 NW-TT and DS-TT ................................................................................................. 55 

5.3 UE .......................................................................................................................... 56 

5.3.1 M.2/USB 3.1 pluggable devices ............................................................................. 56 

5.3.2 5G CPE .................................................................................................................. 57 

5.3.3 3GPP feature set .................................................................................................... 57 

6 AI/ML PROCESSING AT EDGE LEVEL................................................................ 59 

6.1 NEOX New Custom Instructions ............................................................................ 59 

6.1.1 Compiler support for ISA extensions ...................................................................... 60 

6.1.2 Instruction simulation support on Spike ISS ........................................................... 61 

6.1.3 RISC-V target for TensorFlow Lite ......................................................................... 61 

6.1.4 Current Experimental Results ................................................................................. 62 

6.2 NEOX AI-SDK ........................................................................................................ 63 

6.3 Neox FPGA Prototype ............................................................................................ 65 

7 LATENCY ASSESSMENT METHODOLOGY AND LATENCY OPTIMIZED 
ARCHITECTURE ................................................................................................................ 66 

7.1 Latency-optimized packet processing ..................................................................... 66 

7.2 Latency assessment methodology ......................................................................... 66 

7.3 DPDK-based design ............................................................................................... 67 

7.3.1 UPF prototype software .......................................................................................... 68 

7.3.2 TSN-Translator software ........................................................................................ 69 

7.4 DPDK latency tuning .............................................................................................. 71 

7.4.1 x86 platform settings .............................................................................................. 71 

7.4.2 NIC latency tuning options ..................................................................................... 73 

7.5 DPDK latency measurements ................................................................................ 74 

7.5.1 One-way latency measurement setup .................................................................... 75 

7.5.2 Two-way latency measurement setup .................................................................... 75 

7.5.3 Latency measurement results ................................................................................ 76 

8 SUMMARY OF HARDWARE ELEMENTS IN AFFORDABLE5G .......................... 78 

9 CONCLUSIONS ..................................................................................................... 79 

10 REFERENCES ...................................................................................................... 80 

 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 8 of 82 

 

LIST OF FIGURES 

Figure 1 : Affordable5G Architecture ............................................................................... 16 

Figure 2 : Cisco Switch, Nearby Box and Batteries ......................................................... 18 

Figure 3 : Cell Site Platform Architecture ........................................................................ 19 

Figure 4 : Green Node ....................................................................................................... 20 

Figure 5 : Security hardware elements deployed in Castellolí ....................................... 22 

Figure 6: Xhaul: Fronthaul, Midhaul and Backhaul ......................................................... 24 

Figure 7 : Open Fronthaul between O-RU and O-DU ....................................................... 25 

Figure 8 : FSP 150-XG118Pro as TNE ............................................................................... 25 

Figure 9 : OSA 5401 Syncplug™ Connectors with LEDs ................................................ 26 

Figure 10 : Synchronization for Castelloli site ................................................................. 28 

Figure 11: Castelloli PTP BC configuration example ...................................................... 29 

Figure 12 : RU internal modules (left) and Interfaces (right) .......................................... 30 

Figure 13 : RunEL-RRH (O-RU) ......................................................................................... 31 

Figure 14 : O-RAN stack, source: Xilinx [45] .................................................................... 32 

Figure 15 : Afforrdable5G network slicing for multiple CU-UP instances for neutral host 
& slicing .............................................................................................................................. 37 

Figure 16 : Possible separation of CU-CP and CU-UP via E1 underlay topologies ....... 37 

Figure 17 : 5G Backhaul (N3/N9) mapping of 5QI to transport network QoS ................. 38 

Figure 18 : 5G Mid-haul (F1-U) mapping of 5QI to transport network QoS .................... 39 

Figure 19 : Overview of CU PDPC layer from TS 38.323 ................................................. 40 

Figure 20 : 3GPP 23.501 User plane protocol stack ........................................................ 41 

Figure 21 : UPF pipeline example, upstream direction ................................................... 41 

Figure 22 : TSN with bounded latency use case ............................................................. 42 

Figure 23 : Interfaces between the RAN EMS, the slice manager and the O-RAN 
components. ...................................................................................................................... 44 

Figure 24 : The smart city video surveillance scenario .................................................. 47 

Figure 25 : TSN over 5G architecture ............................................................................... 53 

Figure 26 : NXP LS1028A CPU .......................................................................................... 54 

Figure 27 : MBIM logical layers for Control and Data channels ..................................... 58 

Figure 28 : The NEOX architecture ................................................................................... 59 

Figure 29 : NEOX ISA extensions ..................................................................................... 60 

Figure 30 : Software infrastructure. ‘Intrinsics’ are implemented using C inline assembly 
functions. ........................................................................................................................... 60 

Figure 31 : Number of committed instructions for RV-base-v2, ARM-base, RV-opt-v1 
optimized with 128bits registers, ARM-opt and RV-opt-v2 optimized with 256bit registers 
for various deep learning models. .................................................................................... 62 

file:///C:/ARI/PROYECTOS/EN%20CURSO/AFFORDABLE5G/DELIVERABLES/WP2/D2.1/Affordable5G_%20D2.1%20Hardware%20elements%20and%20usage_v1.0.docx%23_Toc78875794


D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 9 of 82 

 

Figure 32 : NEOX Ai-SDK workflow .................................................................................. 64 

Figure 33 : The NEOX|Bits prototyping platform ............................................................. 65 

Figure 34 : Latencies with DPDK L2 Forward in a bare metal deployment .................... 66 

Figure 35 : One-way latency assessment setup .............................................................. 67 

Figure 36 : DL latency measurement ................................................................................ 67 

Figure 37 : UPF-C and UPF-U applications ...................................................................... 68 

Figure 38 : UPF-U prototype DPDK app design ............................................................... 68 

Figure 39 : TT platform block diagram ............................................................................. 69 

Figure 40 : NW- TT and UPF-U test setup ........................................................................ 70 

Figure 41 : DPDK TT prototype application ..................................................................... 71 

Figure 42 : DS-TT connected to UE .................................................................................. 71 

Figure 43: dpdk-check-sys.py output ............................................................................... 73 

Figure 44 : UPF latency test setup .................................................................................... 74 

Figure 45 : ECPA for One-way latency measurement ..................................................... 75 

Figure 46 : ECPA for two-way latency measurement ...................................................... 75 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 10 of 82 

 

 LIST OF TABLES 

Table 1 : gNB computation and memory requirements .................................................. 33 

Table 2 : AVX-512 CPU L1 performance ........................................................................... 34 

Table 3 : SOTA DU acceleration cards ............................................................................. 35 

Table 4 : Latency and jitter for DPDK applications, high bandwidth .............................. 76 

Table 5 : Latency and jitter measurement results, Xeon-D 1539 .................................... 77 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 11 of 82 

 

ABBREVIATIONS 

3GPP  3rd Generation Partnership Project  

5GC   5G core network 

5QI   5G QoS Identifier 

AC   Alternating Current 

BBU   BaseBand Units 

BC   Boundary Clock  

BH   Backhaul  

CNF   Cloud Network Functions 

CoS   Class of Service  

COTS   Commercial off-the-shelf 

CP  Control Plane (also C-plane) 

CPU   Central Processing Unit 

CU  Central Unit 

DC   Direct Current 

DFE   Digital Front End 

DL  Downlink 

DN  Data Network 

DPDK   Data Plane Development Kit 

DSCP  Differentiated Services Code Point  

DS-TT  Device-side TSN translator 

DU  Distributed Unit 

DUT  Device Under Test 

ECPA  EtherJack™ Connection Performance Analyzer, embedded test generator and 
analyzer  

eCPRI   enhanced Common Public Radio Interface 

eNodeB  Evolved Node B 

ETSI  European Telecommunications Standards Institute 

FEC  Forward Error Correction 

FLOPS Floating Point Operations per Second 

FMC  Fixed-mobile convergence  

gNB   Next Generation NodeB 

GM   Grandmaster 

GNSS   Global Navigation Satellite System 

GPU  Graphics Processing Unit  

GTP  GPRS Tunneling Protocol 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 12 of 82 

 

IT   Information Technology 

ITR   Interrupt Throttling Rate 

IOPS  Integer Operations Per Second  

IP  Internet Protocol 

K8S   Kubernetes 

KPI  Key Performance Indicator 

LDPC   Low-Density Parity-Check 

LI  Lawful Intercept  

LIFO  Last in First out 

LLQ   Low-Latency-Queues 

MAC   Medium access control 

MANO  Management and Orchestration 

MBIM   Mobile Broadband Interface Model 

MEC  Multi-access Edge Computing 

MH  Midhaul 

NFVI  Network Function Virtualization Infrastructure 

NFV  Network Function Virtualization 

NGFW  Next Generation Firewall 

NPN  Non Public Network 

NR  New Radio 

NSA   Non Stand-Alone 

NST  Network Slice Template 

non-RT RIC  non-Real-Time RAN Intelligent Controller 

NW-TT  Network-side TSN translator 

O-FH   Open Fronthaul 

OAI   Open Air Interface 

OS  Operating System 

NPN  Non-Private Network 

PCF   Policy Control Function 

PCI  Peripheral Component Interconnect 

PDPC  Packet Data Convergence Protocol 

PDU   Protocol Data Unit 

PFD   Packet Flow Description 

PHC   PTP Hardware Clock  

PoE   Power over Ethernet 

PLMN   Public Land Mobile Network 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 13 of 82 

 

PTP   Precision Time Protocol 

QFI  QoS Flow ID 

QoS  Quality of Service  

OT   Operational Technology 

RAN  Radio Access Network 

RAT  Radio Access Technology 

RDT   Resource Director Technology 

RLC   Radio Link Control 

RoI   Return of Investment 

RRH  Remote Radio Head 

RU   Radio Unit 

S-NSSAI Single Network Slice Selection Assistance information  

SDAP  Service Data Adaptation Protocol 

SDF   Service Data Flow 

SFP   Small Form Pluggable 

SIMD   Single Instruction/ Multiple Data 

SoA   State of Art  

SMF  Session Management Function 

SMO  Service Management and Orchestration 

SNMP  Simple Network Management Protocol 

SyncE  Synchronous Ethernet 

TCP  Transmission Control Protocol 

TN   Transport Network 

TNE  Transport Network Equipment 

TSN  Time Sensitive Network 

TT   TSN-Translator 

UDP   User Datagram Protocol 

UE   User Equipment 

UL  Uplink 

UL-CL  Uplink Classifier 

UP  User Plane (also U-plane) 

UPF  User Plane Function 

URLLC Ultrareliable low latency communication  

USB   Universal Serial Bus 

SR-IOV Single-root input/output virtualization 

VIM  Virtual Infrastructure Manager 



D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 14 of 82 

 

VLAN   Virtual Local Area Network 

VM   Virtual Machine 

VNF  Virtual Network Function 

WDM  Wavelength Division Multiplexing 

 





D2.1: Hardware elements and usage in Affordable5G solutions  

 

 

© 2020-2022 Affordable5G Consortium Page 16 of 82 

 

 

Figure 1 : Affordable5G Architecture 

The Infrastructure Layer, consisting of the Cell Site platform ensuring the OpenRAN 
approach to the overall solution, the Edge/Regional Network Functions Virtualisation 
Infrastructure (NFVI) and the Transport and synchronization network 

Transport and synchronization components will be provided by ADVA. Global Navigation 
Satellite System (GNSS) will be used as the synchronization source used by the Radio Unit 
(RU) and the Distributed Unit (DU). Time Sensitive Network (TSN) components and 
experimentation setup will be handled by UMA and ADVA. 

At the Network Function Layer, the Affordable5G RAN adopts O-RAN Alliance option 7.2 
low-layer split. An RU, provided by RunEL, is interfacing to a DU, provided by Eurecom, 
implementing the option 7.2 physical layer split. The DU is connected to a CU, provided by 
ACC, through the 3GPP F1 mid-haul standardized interface. The CU is split in the Centralized 
Unit User Plane (CU-UP) and Centralized Unit Control Plane (CU-CP). New CU-UP instances 
are created per Public Land Mobile Network (PLMN) / Simple Network Management Protocol 
(SNMP) ID (for neutral hosting) and per network slice 

At the Management, Orchestration & Automation Layer, the architecture differentiates 
various functionalities, including orchestration, management at the O-RAN non-RT RIC level, 
network slicing, telemetry tasks and Artificial Intelligence (AI)-based functions. 

On top of the baseline Affordable5G architecture (Figure 1), as part of the project, we have 
introduced a Service layer. This is because Affordable5G architecture does not include UE 
and DN components. However, those components play important role in the pilot setups and 
require some specialized hardware components to be effectively executed. To cover the state-
of-the-art COTS UE and DN devices and their hardware requirements, a dedicated Section is 
included in this deliverable (Section 5). 

Affordable5G gave a special focus to open-source software and COTS, as well as re-
programmable hardware in order to support a 5G ecosystem without lock-ins. In Task 2.2 
“Hardware COTS assessments” we were analysing the following COTS components: 
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2 HARDWARE ELEMENTS AND USAGE IN THE 
INFRASTRUCTURE LAYER 

2.1 Cell Site Platform 

The Cell Site platform composed of different Network elements that ensure an OpenRan 
approach to the overall solution. The state of the art is centralized in the different Edge Nodes, 
located in the different Green Nodes. These servers will support the different services, 
composed of Dockers and containers. The Service Docker will provide the services for each 
use case and the Core Docker will include the different containers for the VDU, the vCU-CP, 
vCU-UP, etc.  

The Lenovo ThinkSystem SE3501 is an Intel® Xeon® D-2100-based 1U height, half-width, and 
short-depth Edge server that can go anywhere. It can be hung on a wall, stacked on a shelf, 
or mounted in a rack. This rugged Edge server can handle environmental temperatures from 
0-55°C as well as tolerance to locations with high-dust and vibration. 

Figure 2 : Cisco Switch, Nearby Box and Batteries 

The SE350 is designed to virtualize traditional IT and OT applications as well as new 
transformative IOT and AI systems, providing the processing power, storage, accelerator, and 
networking techniques required for today’s Edge workloads. The SE350 is equipped with 
ThinkShield security and cybersecurity capabilities with key encrypted storage and secured 
bios, and physical security capabilities such as a locking bezel, intrusion and tamper protection 
mechanisms.  

ThinkSystem SR6502 Servers will hold the 5G Core SA and the MANO (NearbyOne solution 
by NBC). Lenovo ThinkSystem SR650 is designed to handle a wide range of workloads at 
cases, such as databases, virtualization and cloud computing, Virtual Desktop Infrastructure 
(VDI), enterprise applications, collaboration/email, and business analytics and big data. 

 

 

 

1 https://www.lenovo.com/us/en/data-center/servers/edge/ThinkSystem-SE350/p/77XX6DSSE35 
2 https://lenovopress.com/lp1050-thinksystem-sr650-server 

 

https://www.lenovo.com/us/en/data-center/servers/edge/ThinkSystem-SE350/p/77XX6DSSE35
https://lenovopress.com/lp1050-thinksystem-sr650-server
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Intel® Optane™ DC Persistent Memory delivers a new, flexible tier of memory designed 
specifically for data center workloads that offer an unprecedented combination of high 
capacity, affordability, and persistence. This technology will have a significant: reduction of 
restart times from minutes down to seconds, 1.2x virtual machine density, dramatically 
improved data replication with 14x lower latency and 14x higher IOPS, and greater security for 
persistent data built into hardware. 

 

Figure 3 : Cell Site Platform Architecture 

Additionally, all the elements are connected to a PoE switch (Cisco CDB-8P) which allows to 
have a PoE power supply for the connected devices simultaneously with network connectivity 
provisioning. This switch Is a member of Catalyst Digital Building Series.  

The platform is designed to support low energy consumption for Green sites, since these nodes 
are producing the total amount of energy that is consumed. This is a key factor not just for 
affordability but also for the sustainability approach the project is aiming to encompass.  

The main challenge is to be able to provide a good coverage in the target area and at same 
time have the flexibility to be able to change any component, supporting easy integration for 
various vendors and still present an overall working solution that makes the different use cases 
possible.  
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2.2 Edge/Regional NFVI 

Network Functions Virtualisation Infrastructure (NFVI) is the hardware and software resources 
that make up the NFV environment. This includes any network connectivity between data 
centres, clouds, and edge; the virtualization layer; and the physical compute, storage, and 
networking equipment. This environment is not always the same and it can vary depending on 
the network’s complexity, geographic distribution, and even organization. NFVI creates a 
virtualization layer that abstracts the various hardware resources, so they can be logically 
partitioned and provide the VNF. 

According to the ETSI vision [42], it is up to the Virtual Infrastructure Manager (VIM) block of 
the Network Functions Virtualization Management and Orchestration (NFV-MANO) to manage 
a repository of NFVI hardware resources (compute, storage, and networking) and software 
resources (hypervisors), along with the discovery of a resource’s capabilities and features to 
optimize its use. However, although so far, the ETSI standard has published 4 releases of its 
NFV specification, there is not a specific solution required for an NFV deployment to work. 
Instead, the NFV architecture can leverage an existing virtualization layer, such as a 
hypervisor, with standard features that are simply capable of abstracting hardware resources 
and pointing to VNFs. When hypervisor support is not available, organizations can achieve the 
virtualization layer through an operating system (OS) that adds software on top of a non-
virtualized server or by implementing the VNF as an application. 

One way that 5G can provide affordable services is that thanks to Multi-access Edge 
Computing (MEC) multiple applications will have to share the available network and compute 
resources available at the edge. While the sharing of such resources is not a problem; the 
actual challenge is how to guarantee end-to-end service slicing and deterministic Quality of 
Service (QoS). These are mission critical concepts for 5G deployments that are supposed to 
enable ultra-low latency services and that were not possible with previous telecommunication 
standards and infrastructure. One way to share such resources and, at the same time, enable 

Figure 4 : Green Node 
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Palo Alto Networks PA-220R is a resistant ML-Powered Next-Generation Firewall (NGFW) that 
brings next generation capabilities to industrial applications in harsh environments. The PA-
220R ruggedized appliance secures industrial and defence networks in a range of harsh 
environments, such as building management systems and outdoor telecommunications 
infrastructure. 6 

This FW has the capability to inspect all traffic layers, giving extra capabilities to assess the 
different type of incoming traffic. This functionality allows Castelloli’s security system to 
implement access control capabilities. The users who have access to Castelloli’s network are 
granted following the minimum trusted authorized access.  Following this guideline, in each 
environment three type of users are created depending its functionalities:  

- Nominal users: users who can use the systems, read and/or write from it.  
- Service users: authenticated connections between systems. 
- Privileged users: users who have the right to deploy services, create new users, 

reconfigure systems.  

In the security roadmap it is intended to integrate the production environment application logs 
into the SIEM, which will allow to registrate all users actions and will be able to alert in case 
some unusual actions take place.  

Additionally, different security controls are being designed in order to shortly be implemented 
in Castellolí7: 

- Periodic Vulnerability analysis followed up with its pertinent resolution. 
- Malware protection software implementation 
- Hardening of network devices 
- Hardware and software integrity validation 

2.4 Transport and synchronization network 

2.4.1 Cross-haul (Xhaul) transport overview 

At the highest-level, a transport network provides the connectivity from the Radio Access 
Network (RAN) to the mobile packet core, which subsequently makes the connection to the 
application function. These functions may reside in a public network infrastructure, such as the 
Internet, a walled garden, or a completely private network. Latest case is the most relevant for 
Affrodable5G project. 

Xhaul logically is divided to Fronthaul (RU-DU), Midhaul (DU-CU) and Backhaul (CU-5G Core).  

 

 

 

6 PA-220R Datasheet (paloaltonetworks.com) 
7 https://us-cert.cisa.gov/ncas/tips/ST18-001 

https://www.paloaltonetworks.com/apps/pan/public/downloadResource?pagePath=/content/pan/en_US/resources/datasheets/pa-220r
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Figure 6: Xhaul: Fronthaul, Midhaul and Backhaul 

Fronthaul, Midhaul and Backhaul have different requirements for the transport and 
synchronization infrastructure, this difference is elaborated further in the document. 

Fiber is the main media used for interconnection between different architecture components in 
the Xhaul. The fiber infrastructure must be cost-effective and resilient. Fiber connectivity is 
facilitated by SFP+/SFP28 pluggable components, passive optical filters and patch panels 
(also called LXG). 

O-RAN has introduced a special term to denote a transport device, facilitation Xhaul interface 
[2] [3]: TNE (Transport Network Equipment). 

2.4.2 Fronthaul transport 

Fronthaul is a critical infrastructure layer in 5G network, acting as a system bus between the 
RU and the DU in low level splits. Following O-RAN terminology, Open Fronthaul (O-FH) is 
defined as an interface between O-RU and O-DU.  

O-FH data has very strict latency and timing budgets. For example, designing fronthaul for 
standard NR performance, mandates maximum 100 μs one-way latency between O-RU and 
O-DU. This latency budget is consumed by the fiber (~4.9 μs/km), as well as by transit transport 
network elements (~1-20 μs per node, depending on hardware capabilities and port speeds). 
The relative time error between the O-DU and O-RU shall be within a limit of 3μs (±1.5 μs). 

O-FH encapsulation is eCPRI either 802.1Q or UDP/IP over 10G/25G Ethernet. eCPRI over 
802.1Q is preferable as it has less overhead and better jitter and performance. 

As result of these requirements, a specialized hardware is needed for the O-FH transport 
network. Also, the network design should minimize the number of Transport Network Elements 
between O-RU and O-DU, as each TNE increases the latency and might increase timing error. 

An example of single TNE location in O-FH is shown in the picture below. 
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Figure 7 : Open Fronthaul between O-RU and O-DU 

The TNE provides the following functionality for Open Fronthaul:  

1. Fiber connectivity and assurance (e.g., G.metro passive WDM, w/protection) 

2. Synchronization for O-DU/O-RU segment 

3. Management system for (1) and (2) 

In Affordable5G project we are using FSP-150 XG-118Pro platform as a TNE. 

 

Figure 8 : FSP 150-XG118Pro as TNE 

FSP 150-XG118Pro is a low-latency 10G programmable cell-site gateway with optional server 
blade. Two chassis versions (AC and DC) featuring hardware-based synchronization, clock 
I/O, redundant power supplies and I-temp. FSP 150-XG118Pro has 8x 10GE optical ports 
(SFP+) and supports for Low-Latency-Queues (LLQ).  

Support for policed-only traffic model makes FSP 150-XG118Pro an ideal for eCPRI fronthaul 
switching: traffic frames will be serviced as soon as they arrived at the queue without any 
shaping (or traffic smoothing), based strictly on frame priority. 

2.4.3 Midhaul and Backhaul transport 

The Midhaul (MH) and Backhaul (BH) segments of a 5G network have many similarities in 
terms of dimensioning and provisioning rules which feed through to the transport network as 
requirements. 

The latency and jitter requirements for MH F1 interface is not quite as stringent as O-RAN 7.2x 
fronthaul. The same is correct also for BH N2/N3 interfaces. 

The encapsulation of MH/BH is GTP, usually over IPv4 over 10G/25G Ethernet. 

In some simple and limited scale deployment cases it is possible to implement MH/BH without 
a dedicated TNE, directly connecting COTS platforms using a standard 10/25/40G Ethernet 
NIC boars. 



https://www.oscilloquartz.com/en/products-and-services/ptp-grandmaster-clocks/sfp-pluggable-ptp-grandmasters/osa-5401-series
https://www.oscilloquartz.com/en/products-and-services/ptp-grandmaster-clocks/sfp-pluggable-ptp-grandmasters/osa-5401-series
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To mitigate this restriction, we can use ADVA Boundary Clock (BC) device9, implemented as 
a part of TNE. Another option is OSA-5405 integrated GNSS antenna GM device, however 
this device is not suitable for a case where an external GNSS antenna is present, like Castelloli 
site. 

2.4.4.2 PTP clients 

PTP clients, formerly known as PTP slaves, are COTS servers, running O-DU and O-CU 
functions. In some deployments, O-RU also acts as a PTP client. PTP client functionality is 
required for both Catelloli and UMA pilots. 

Modern COTS platforms have PTP Hardware Clock (PHC) as a part of NIC card; it comes 
along with a NIC card supporting HW timestamping. 

For example, on Xeon-D 21XX platform10 we can see PHC presence using the following 
command: 

[root@portwell ~]# ethtool - T enp182s0f0  

Time stamping parameters for enp182s0f0:  

Capabilities:  

        hardware - transmit  

        software - transmit  

        hardwar e- receive  

        software - receive  

        software - system - clock  

        hardware - raw- clock  

PTP Hardware Clock: 1  

Hardware Transmit Timestamp Modes:  

        off  

        on 

[root@portwell ~]# ethtool - i enp182s0f1  

driver: i40e  

version: 5.10.41 - rt42  

firmware - version: 5.10 0x800025bd 0.0.0  

expansion - rom- version:  

bus- info: 0000:b6:00.1  

supports - statistics: yes  

supports - test: yes  

supports - eeprom- access: yes  

 

 

 

9 https://www.adva.com/en/newsroom/press-releases/20200929-adva-delivers-unprecedented-precision-in-timing-
networks-with-otc-solution 
10 https://www.intel.com/content/www/us/en/products/docs/processors/xeon/d-2100-brief.html 

https://www.adva.com/en/newsroom/press-releases/20200929-adva-delivers-unprecedented-precision-in-timing-networks-with-otc-solution
https://www.adva.com/en/newsroom/press-releases/20200929-adva-delivers-unprecedented-precision-in-timing-networks-with-otc-solution
https://www.intel.com/content/www/us/en/products/docs/processors/xeon/d-2100-brief.html
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supports - register - dump: yes  

supports - priv - flags: yes  

 

Our plan is to use an Open Source linuxptp package11 as a baseline to discipline system clock 
to the PHC, which in turn is locked to one PTP GM/BC. No additional HW acceleration needed. 
Second stage is to install and use ADVA SoftSync package, as a preferable solution for a DU 
timing because of its manageability. 

2.4.5 Synchronization network in Castelloli 

There are two options, to implement synchronization network at Castelloli site 

1. PTP GM dedicated device (OSA-5420) with 10GE Optical Ports and FSP 150-XG116 
Fronthaul switch 

2. OSA-5401 Syncplug, hosted at FSP 150-XG118 Fronthaul switch 

We have chosen 2nd option because it is more cost-effective and requires less rack space and 
power. The selected synchronization network for Castelloli is depicted below. 

 

Figure 10 : Synchronization for Castelloli site 

RRU#1 and RRU#9 are receiving timing directly from embedded GNSS receiver, as such, 
there is no need to implement eCPRI S-plane. 

OSA-5401 is plugged into Port#1 of XG118 and connected to GPS antenna. OSA-5401 acts 
as PTP GM towards XG118. 

XG118 receives timing from OSA-5401 via PTP protocol, terminates the PTP stream and 
generates a new PTP stream towards DU, thus acting as Boundary Clock. 

DU (and, if required, CU) COTS servers are receiving timing via PTP protocol from FSP 150-
XG118Pro through a dedicated 10GE port. On the DU system time is disciplined to one 
received from XG118 using either linuxptp or SoftSync software.  

 

 

 

11 http://linuxptp.sourceforge.net/ 

file:///C:/Users/andrewse/Downloads/FlexRAN-FEC-SDK-19-04
http://linuxptp.sourceforge.net/
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PTP is configured as running over IPv4.  

A snapshot of FSP 150-XG118Pro EMS with PTP BC configuration is depicted below. 

 

Figure 11: Castelloli PTP BC configuration example 

In the Figure 11, SOOC-1-1-1 is Slave Only Ordinary Clock, recovered from OSA-5401. 

PTP BC-1-1 is Boundary Clock. It has configured IP address 50.0.0.1/24 and generates PTP 

stream towards Edge Server SE350 port, which expected IP address is 50.0.0.2/24. 

2.4.6 Synchronization network in Malaga 

In Malaga lab setup the deployment is indoor, so we might use OSA 5405 indoor GNSS 
receiver with PTP GM or another PTP GM hardware platform. The synchronization network 
blueprint will be finalized at next stage of the project. 
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3 HARDWARE ELEMENTS AND USAGE IN THE NETWORK 
FUNCTION LAYER 

3.1 5G RAN 

3.1.1 O-RU 

The Radio Unit (RU) or ORAN Radio Unit O-RU is the unit at the edge of the Access Network, 
it interfaces with the O-DU northbound via O-RAN Interface and with the 5G User Terminals 
and IoT Sensors via air Interface as depicted in Figure 12 below. 

 

Figure 12 : RU internal modules (left) and Interfaces (right) 

RU is the radio unit that handles the (DFE) and the parts of the PHY layer, as well as the digital 
beamforming functionality. Key considerations of RU design are size, weight, and power 
consumption. In most case RU device has to be ready for outdoor deployment. Another 
mandatory RU requirement is compliance with O-RAN standard [43]. 

In O-RAN split 7.2 [43], O-RU device implements Low-PHY function, connected to Hi-PHY in 
O-DU (see Figure 7). 

The O-RU was designed for Indoor and outdoor operation and will be installed in the Affordable 
5G project in the UMA Test Bed (Indoor) for Time Sensitive Network test and measurements 
and in the Outdoor Castellioli deployment in order to test the end-to-end performance (latency, 
throughput, coverage, etc.) of the 5G Network in a real case scenario.  

In Affordable5G project, the used O-RU is provided by RunEL. The unit is shown in the picture 
below. 










































































































